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Abstract

This paper presents the results of deuterium implantation/permeation experiments and TMAP4 simulations for a

CuCrZr alloy, for OFHC-Cu and for a Cu/Be bi-layered structure at temperatures from 700 to 800 K. Experiments used

a mass-analyzed, 3-keV D�3 ion beam with particle ¯ux densities of 5 ´ 1019 to 7 ´ 1019 D/m2 s. E�ective di�usivities and

surface molecular recombination coe�cients were derived giving Arrhenius pre-exponentials and activation energies for

each material: CuCrZr alloy, (2.0 ´ 10ÿ2 m2/s, 1.2 eV) for di�usivity and (2.9 ´ x10ÿ14 m4/s, 1.92 eV) for surface

molecular recombination coe�cients; OFHC Cu, (2.1 ´ 10ÿ6 m2/s, 0.52 eV) for di�usivity and (9.1 ´ 10ÿ18 m4/s, 0.99

eV) for surface molecular recombination coe�cients. TMAP4 simulation of permeation data measured for a Cu/Be bi-

layer sample was achieved using a four-layer structure (Cu/BeO interface/Be/BeO back surface) and recommended

values for di�usivity and solubility in Be, BeO and Cu. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Quanti®cation of tritium uptake, retention and per-

meation in plasma-facing component (PFC) materials is

important to the assessment of safety issues for large-

scale tokamaks such as the International Thermonuclear

Experimental Reactor (ITER) [1]. Analytical models

that are used to predict these quantities require accurate

transport information, such as di�usivity, solubility and

surface molecular recombination data for the materials.

Reviews of the hydrogen transport data base for fusion-

relevant materials have been reported recently by Reiter

et al. [2] and by Dolan and Anderl [3], and they point to

a lack of transport data for copper alloys proposed as

substrates in ITER bi-layer PFC structures in which Be

is bonded to a copper-alloy substrate. The purpose of

this paper is to twofold: (1) to experimentally determine

di�usivity and surface molecular recombination data for

an ITER-relevant CuCrZr alloy and for pure copper at

comparable test conditions and (2) to investigate the

transport of deuterium through bi-layer structures of Be

and Cu by experiment and model simulation calcula-

tions with the TMAP4 code [4]. A more detailed pre-

sentation of this work has been issued as an internal

report [5].

2. Experimental details

Our approach involved deuterium implantation/per-

meation experiments for thin, 2.54 cm diameter speci-

mens of CuCrZr, Cu and Cu/Be bi-layer specimens in

the temperature range 700 to 800 K. CuCrZr specimens

were machined from AMPCOLOY 972 alloy bar stock

(98.7% Cu, 1.1% Cr, 0.1% Zr), with ®nal mechanical

polishing to a mirror ®nish and a thickness of 0.064 cm.

Cu test specimens were machined from oxygen-free-

high-conductivity (OFHC) Cu ¯at stock, with ®nal

mechanical polishing to a mirror ®nish and a thickness

of 0.064 cm.

Cu/Be bi-layer specimens were fabricated by Argon/

sputter-deposition of copper coatings onto high purity

foils of Be heated to 673 K during the deposition. The

Be substrate material was Electrofusion type IF-1 foil

(extruded and hot-rolled, ingot metallurgy cast material

produced from vacuum-melted, electrolytically-re®ned
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Be ¯akes of 99.96% Be) that was mechanically polished

to a mirror ®nish and a thickness of 55 lm prior to

coating with copper. Specimens with 1 lm and 5 lm

thick copper coatings were prepared, with the 1 lm

sample used for permeation studies and the 5 lm sample

used for annealing studies. Depth-pro®le Auger analysis

of the as-prepared, 1 lm Cu/Be specimen revealed a bulk

composition in the coating of 73% Cu, 19% Be, 6% O

and 2% C. After heating the 1 lm Cu/Be specimen at 700

K for about 3 h during two implantation/permeation

experiments, bulk composition of the coating outside the

beam exposure area changed to 58% Cu, 28% Be, 9% O

and 3% C, and the surface was enriched to about 60%

Be. In the beam-exposure area, the composition changed

to 33% Cu, 51% Be, 10% O, and 6% C, with Cu re-

duction and Be enhancement attributed to some sputter

erosion of the Cu coating.

Ion implantation/permeation experiments used a

mass-analyzed, 3 keV D�3 ion beam in a system de-

scribed previously [6,7]. Flux densities for the nominal 1

keV/D implanting ions ranged from 5 ´ 1019 to 7 ´ 1019

D/m2 s through a 20 mm2 beam-de®ning aperture. Foil

specimens were mounted in the target assembly by

sandwiching them between two ¯anges with aluminum

gaskets that sealed against the foil upstream (US) and

downstream (DS) surfaces. Specimen temperatures were

based on thermocouple measurements of the support±

¯ange temperature. Deuterium re-emission and perme-

ation data were based on time-sequenced measurements

of the mass-4 peaks, as observed with quadrupole mass

spectrometers (QMS) in the US and DS vacuum

chambers. Each QMS was calibrated with deuterium

standard leaks. Vacuum system base pressure was 1 lPa.

3. Measurements, analyses and results

Implantation/permeation experiments were perform-

ed at temperatures of 700±780 K for CuCrZr, 710±785 K

for Cu, and 700 K for the 1 lm Cu/Be bi-layer specimen.

Each experiment entailed at least two beam-on/beam-o�

segments, and ion-exposure was continued for su�cient

time to assure nominal steady-state conditions at which

the measured permeation and re-emission signals were

constant for a constant incident ion ¯ux.

Representative examples of measured permeation

data for CuCrZr and Cu at 730 K are shown in Figs. 1

and 2, respectively. In these ®gures, the measured per-

meation ¯ux is plotted as a function of time, with time

zero corresponding to the beam-on time and with a

beam-o� time of about 120 min that correlates with the

fall-o� in the permeation signal. Discussion of the open

circle data corresponding to TMAP4 simulations is

deferred to a later paragraph.

E�ective di�usivity values were derived from the

measured permeation data by two analysis approaches:

(1) lag-time analysis [8] applied to the initial beam-on

portion of the permeation data and (2) ®tting of the

evolution data that follows the beam-o� time. Both

approaches hinge on di�usion-limited transport in the

material, a condition that is met for these experiments.

Permeation lag-times, tl, were derived as the time-axis

intercepts of the steepest tangents to the initial beam-on

segments of the permeation data. As shown by Long-

hurst et al. [8], di�usivity can then be computed using

Eq. (1):

2tl � s � L2=�p2D�; �1�
where s is de®ned as the characteristic di�usion time, L

is the specimen thickness and D is the di�usivity. The

second method for deriving e�ective di�usivities from

Fig. 1. Permeation data measured for CuCrZr at 730 K and

exposed to an ion ¯ux of 6.4 ´ 1019 D/m2 s for 114 min. Open

circles correspond to a TMAP4 simulation calculation, based

on di�usivity and molecular recombination values that were

derived in this work.

Fig. 2. Permeation data measured for OFHC-Cu at 730 K and

exposed to an ion ¯ux of 7.1 ´ 1019 D/m2 s for 120 min. Open

circles correspond to a TMAP4 simulation calculation, based

on di�usivity and molecular recombination values that were

derived in this work.
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the permeation data is based on ®tting Eq. (2) to the

evolution data:

Jp � �c1D=L�f1� 2R��ÿ1�m exp�ÿm2t=s��g: �2�
In Eq. (2), the sum of the exponential terms goes from 1

to in®nity, but usually only 6 terms are required to

produce an adequate representation of the evolution

transient. Adjustable parameters in the ®t are c1 and the

characteristic time, s. Di�usivities are computed using

Eq. (1), once a ®t value for s is determined.

Fig. 3 compares literature-recommended di�usivity

values (Cu-Reiter) for pure Cu [2] with e�ective di�usi-

vity values for CuCrZr and OFHC-Cu, as derived by the

lag-time (LT) approach and the evolution transient (Fit)

approach in these experiments. For CuCrZr, the LT-

and FIT-derived di�usivity values are in reasonable

agreement, whereas, for OFHC-Cu, the Fit values are

considerably higher. We believe that this discrepancy is

associated with phenomena giving rise to the non-clas-

sical shape of the beam-on portion of the permeation

curve for Cu, as observed in Fig. 2. For a true di�usion-

limited condition, the injection portion of the curve

should be a mirror re¯ection of the evolution portion of

the curve, a feature manifested by the CuCrZr data for

most of the test temperatures. However, as pointed out

in other work on tungsten [9], we believe that this de-

viation is due to the in¯uence of strong bulk trapping

that varies spatially with time until trap saturation oc-

curs and to an upstream surface molecular recombina-

tion rate that varies spatially with time, both e�ects that

are related to ion exposure with a 2D Gaussian-shaped

beam. These e�ects, primarily observed for samples with

high lattice di�usivity, could cause the injection transient

to rise more slowly than that expected based on the

lattice di�usivity. Hence, the lag-time approach may be

unacceptable for deriving di�usivities for OFHC-Cu.

However, these e�ects have little impact on the evolution

transient, so di�usivities based on this approach are

more accurate. The straight lines through the di�usivity

data plotted in Fig. 3 correspond to ®ts of an Arrhenius

expression to each of the respective data sets with pre-

exponentials and activation energies as follows: Cu-Fit

(2.1 ´ 10ÿ6 m2/s, 0.52 eV), CuCrZr-Fit (2.0 ´ 10ÿ2 m2/s,

1.2 eV), and Cu-Reiter (8.0 ´ 10ÿ7 m2/s, 0.387 eV).

Surface molecular recombination coe�cients were

obtained from the measured permeation data using two

approaches. Estimates of the upstream surface molecu-

lar recombination coe�cient, Kr, were derived using

Eq. (3), because the re-emission ¯ux, Jr, the permeation

¯ux, Jp, the di�usivity, D, the sample thickness, L, and

the range, R, of implanting ions are known:

Kr � �D2=2L2��Jr=J 2
p ��1ÿ �R=L��Jr=Jp��ÿ2

: �3�
In addition, Kr values were re®ned by using TMAP4

simulation calculations to ®t the entire measured per-

meation curve. Input for this approach included the

following: specimen thickness, implantation ¯uxes cor-

responding to the speci®c experiment and distributed at

the mean range location, e�ective di�usivities obtained

from the previous evolution transient `Fit' analyses, and

initial Kr estimates derived using Eq. (3). Usually, to

achieve a reasonable ®t to the permeation curve, the

magnitude of Kr was adjusted slightly from the initial

estimate to achieve a match between the calculated curve

and the steady-state permeation level.

Figs. 1 and 2 show examples of TMAP4 calculational

®ts to the measured permeation data for CuCrZr and

OFHC-Cu at 730 K, respectively. The TMAP4 simula-

tion of the permeation curve is excellent for CuCrZr,

whereas the TMAP4 simulation for OFHC-Cu matches

the steady-steady permeation level and the evolution

transient but deviates somewhat from the measured in-

jection (beam-on) transient. As discussed previously, we

believe that this deviation is due to the in¯uence of

strong bulk trapping that varies spatially with time until

trap saturation occurs and to an upstream surface mo-

lecular recombination rate that varies spatially with

time, both e�ects that are related to ion exposure with a

2D Gaussian-shaped beam. Such e�ects are not simu-

lated in the 1D TMAP4 code. The e�ects are more

pronounced for temperatures at which lattice di�usivity

is high, the case for all Cu test temperatures and for only

the highest temperatures for CuCrZr.

A summary of the derived surface molecular recom-

bination coe�cients is presented in Fig. 4. For com-

parison, recombination coe�cient values shown by the

solid line correspond to pure copper values that were

computed using the Baskes formalism [10], with rec-

ommended Cu di�usivity and solubility parameters [2,3]

used in the calculations. These results demonstrate a

Fig. 3. Arrhenius plots of e�ective di�usivities that were derived

from measured permeation data for CuCrZr-alloy and OFHC-

Cu using the lag-time (LG) method and a series exponential

(Fit) to the evolution transients of the permeation data. Liter-

ature-recommended values [2] for di�usivity in pure Cu are

shown by the data identi®ed as Cu-Reiter.
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large di�erence in surface molecular recombination

values for pure Cu compared to CuCrZr alloy. The

straight lines through the recombination data plotted in

Fig. 4 correspond to ®ts of an Arrhenius expression to

each of the respective data sets, with pre-exponentials

and activation energies for the TMAP4 cases as follows:

CuCrZr (2.9 ´ 10ÿ14 m4/s, 1.92 eV), and OFHC-Cu

(9.1 ´ 10ÿ18 m2/s, 0.99 eV).

Fig. 5 presents permeation results for the 1 lm Cu/55

lm Be bi-layer specimen exposed at 700 K on the Cu

side to an incident ¯ux of 5.6 ´ 1019 D/m2 s for 100 min.

The solid curve corresponds to a ®ve-point smoothing of

the measured data that show a lot of scatter. The open

circles correspond to permeation data calculated with a

TMAP4 simulation of the layered specimen modeled as

a four material region consisting of the following: 1 lm

Cu/0.001 lm BeO interface/55 lm Be bulk/0.02 lm BeO

back surface. Transport data for the Be, BeO and Cu

that were used as input to this calculation corresponded

to literature-recommended values for di�usivity (D) and

solubility (S) for these materials [2,3]. Surface recombi-

nation coe�cients for BeO and Cu were assumed to be

the following: 4.5 ´ 10ÿ30 molecule-m4/atom2 s for BeO

and 2.1 ´ 10ÿ26±4.3 ´ 10ÿ25 molecule-m4/atom2 s for

Cu. The simulation calculation provides a reasonable ®t

to the measured permeation level and the evolution

transient, with some deviation between the measured

and calculated data for the injection transient.

4. Concluding remarks

Implantation/permeation experiments and TMAP4

simulation calculations were performed to obtain deu-

terium transport data for Ampcoloy 972, a CuCrZr al-

loy, and for OFHC-Cu. Measured permeation rates for

comparable thickness specimens and implanting deute-

rium ¯uxes were about a factor of 5 higher in CuCrZr

than in OFHC-Cu at temperatures from 700±785 K.

Derived di�usivities were much smaller in CuCrZr than

in OFHC-Cu for temperatures between 700±785 K. This

could be due to trapping at alloying elements such as Zr

[11±14]. Derived surface molecular recombination coef-

®cients were signi®cantly smaller for CuCrZr than for

OFHC-Cu at temperatures from 700±785 K, resulting in

enhanced permeation in CuCrZr. TMAP4 calculations

provided an excellent simulation of the measured per-

meation data for CuCrZr. Derived di�usivities were

about a factor of three smaller than recommended val-

ues [2,3] for Cu at temperatures from 700±785 K, indi-

cating the possibility of some trap-delayed di�usion by

beam-induced or fabrication-related defects in the test

specimens. Measured permeation data deviated from

TMAP4 simulation in the initial beam-on part of the

permeation curve for Cu, indicating the possible in¯u-

ence of spatially-varying, strong bulk trapping and

Fig. 5. Permeation results for the 1 lm Cu/55 lm Be bi-layer specimen exposed at 700 K on the Cu side to an incident ¯ux of 5.6 ´ 1019

D/m2 for 100 min.

Fig. 4. Arrhenius plots of surface molecular recombination

coe�cients that were derived from measured permeation data

for CuCrZr-alloy and OFHC-Cu using Eq. (9) and TMAP4

simulation calculations that matched the permeation data.

Recombination values estimated using the Baskes formalism

[10] for pure copper are shown for comparison.
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spatially-varying, upstream surface molecular recombi-

nation rates resulting from ion exposure with a 2D

Gaussian-shaped ion-beam pro®le. TMAP4 calculations

provided an excellent simulation of the steady-state

permeation and the evolution transient portion of the

Cu permeation data

Implantation/permeation experiments and TMAP4

simulations were done to investigate deuterium trans-

port through bi-layer structures of Cu and Be. For

deuterium implantation into the Cu coating of a 1-

lmCu/55 lm Be bi-layer specimen at 700 K, measured

permeation rates were much less than through thicker

specimens of pure Cu. TMAP4 simulation of the mea-

sured permeation data was achieved using currently

recommended values for di�usivity and solubility in Cu,

Be, and BeO, assuming realistic thicknesses of a BeO

interface between the Cu and the Be substrate and of the

BeO layer on the specimen backside. Systematic studies

[5] in which the BeO thicknesses were varied in the

TMAP4 calculations demonstrated a high sensitivity of

the calculated permeation rates to changes in the BeO

layer thickness, especially at the Cu/Be interface.

Based on the results of this work, we recommend the

following for future research: (1) systematic studies to

investigate the in¯uence of alloying elements and fabri-

cation processes on the di�usivity and permeability of

copper alloys for tokamak plasma-facing component

applications and (2) experimental and model simulation

studies for Be/Cu bi-layer structures exposed to ITER-

relevant plasma ¯uxes and ¯uences to determine the

in¯uence of surface, bulk and interface e�ects on deu-

terium/tritium uptake, retention and permeation.
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